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Assignment: Assess whether and how Google Search, Google’s Search
Index, and User-Side Data may be used to build and improve generative
artificial intelligence (“Gen Al”) search features and applications

Rebuttal Assighment 1: Assess Dr. Allan’s assertion that Qualified
Competitors could use Large Language Models (LLMs) to “reverse
engineer” Google’s technology

Rebuttal Assignment 2: Assess Dr. Hitt’s technical claims regarding

(a) the value of data to Gen Al models and (b) the Gemini App’s reliance
on Google Search



Key Opinions

Google’s Gen Al Models and Products integrate Google Search,
Google’s Search Index, and User-side data

Google’s advantages in Search assist it in building high quality Gen Al
Models and Products




Key Rebuttal Opinions

Dr. Allan’s assertion that Plaintiffs” proposals would allow
competitors to “reverse engineer” Google’s technology using LLMs is
misleading

Dr. Hitt mischaracterizes the use of data for pre-training and fine-
tuning Gen Al models

Dr. Hitt understates how critically Google’s Gemini App relies on
Search for grounding




. Introduction to Generative Al

Il. Google’s advantages in Search assist in building high quality
Gen Al Models and Gen Al Search Products

A. Al Overviews
B. Base Models
C. Gemini App

Ill. Dr. Allan’s misleading “reverse engineering” claim

V. Dr. Hitt’s flawed technical analysis




Al, Machine Learning, Gen Al, And LLMs Are Related

Artificial
Intelligence

Machine
Learning

Gen Al




Google Has Gen Al Search Models and Products

Al Overviews Gemini App

what are the top tourist destinations in california? what are the top tourist destinations in california?

Al Images Shortvideos News Forums Shopping Videos : More

f California is a vast and diverse state with a wide array of attractions, making it a top tourist

Results for California - Choose area destination. Here are some of the most popular and highly-regarded places to visit:

Major Metropolitan Areas:

4 AlOverview * Los Angeles: The entertainment capital of the world, home to Hollywood, Universal Studios,

California boasts a wide array of popular tourist destina- Griffith Observatory, the Getty Center, Santa Monica Pier, and vibrant beaches like Venice

tions. Major cities like San Francisco and Los Angeles,
along with iconic landmarks and natural wonders like
Yosemite National Park and the Golden Gate Bridge, draw
millions of visitors annually. Other frequently visited areas

Beach.

» San Francisco: Known for its iconic Golden Gate Bridge, Alcatraz Island, Fisherman's Wharf,
cable cars, diverse neighborhoods like Chinatown and North Beach, and cultural institutions

like the Exploratorium and the California Academy of Sciences.

San Diego: Boasts beautiful beaches like La Jolla and Coronado, Balboa Park (home to the

Al Overviews on Google Search, google.com, retrieved April 17, 2025; Gemini App (using the Gemini 2.0 Flash model), gemini.google.com, retrieved April 17, 2025.



How Language Modeling Works

Language modeling: predict the most likely
next token given previous tokens ke to

Token: a unit of language,
approximately one short word

Screenshot captured in Google Mail App on Google Pixel 6 running Android on April 16, 2025.



How Language Modeling Works

Predicting the next token is probabilistic.

playground 50%
swing 15%
A child plays on the -  siide 15%
grass 10%
wagon 5%

These probabilities sum up to 100% over the vocabulary of all tokens.



Why Use Language Modeling?

LMs can predict next tokens repeatedly:
Once upon a time, there was a war between two kingdoms
LMs can be applied to carefully crafted prompts:

Q: When was Abraham Lincoln born? A: 1809

The translation of “I like your new hat” into Spanish is “Me gusta tu...

A “perfect” language model can do many useful tasks if it has seen enough data.



How Transformer Language Models Work

Probability

playground 50%
swing 15%
slide 15%
grass 10%

A child plays on the

wagon 5%

Most LLMs use Transformers: neural networks with many parameters (billions!).

Parameters define mathematical operations to calculate predicted token probabilities.




LLMs Pre-Train On Data

Text data

—
pre-training

untrained
model

base model

Adapted from Expert Report of Gregory Durrett, March 14, 2025, Fig. 2



LLMs Pre-Train On Data

Base models are good at text completion

Text data

Once upon a time, there wasa .

war between two kingdoms V

verdant land known as ...

untrained
model

base model

Adapted from Expert Report of Gregory Durrett, March 14, 2025, Fig. 2



LLMs May Be Limited In Functionality After Pre-Training

Text data Base models are good at text completion

Once upon a time, there wasa .

war between two kingdoms V

verdant land known as ...

Base models are not always good at other tasks

Q: When was Abraham Lincoln born? A: . x

untrained
model

base model

Q: When was George Washington born? A: .
Q: When was John Adams born? A: __ [...]

Adapted from Expert Report of Gregory Durrett, March 14, 2025, Fig. 2



LLMs Are Post-Trained To Accomplish Various Tasks

Post-trainin
Text data &

L

Math problem solver
Math data

: Question answerer
User questions

and answers

untrained
model

base model

Coding assistant

Source code

Adapted from Expert Report of Gregory Durrett, March 14, 2025, Fig. 2



LLMs May Be Post-Trained To Accomplish More Than One Task

Post-trainin
Text data &

Source code

Math data

User questions
and answers

untrained
model

base model

All-purpose model, such as Google Gemini

Adapted from Expert Report of Gregory Durrett, March 14, 2025, Fig. 2



LLMs Only “Know” What They Are Trained On

A model can only predict “Texasisa " is followed by “state” if it has seen this
information in its training data.

If we ask ChatGPT “Write me a biography of [X]” for various people X, how factual is it?
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Min et al., FActScore: Fine-grained Atomic Evaluation of Factual Precision in Long Form Text Generation, EMNLP 2023, https://arxiv.org/pdf/2305.14251.



LLMs Cannot Be Trained On Everything
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Reddit, https://www.reddit.com/r/microwavegang/comments/1jy74fh/mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm/, accessed on 4/15/2025.



Pre-Training Data Should Be Filtered

: open-source LLM pre-training dataset from Common Crawl

Heuristic cleaning (Sections 4.1 & 4.2) Deduplication (4.3)
(Reproduction of RefinedWeb)

13.7% I1 2.39
19.9% 6.2% FastText filter

Word removal ratio filter Bloom filter dedup 1
Repetition filter

1 A machine-

1 7.9% Page length filter . .
Deduplication  |earned filter

9.0% Other filters
(e.g., Word-length, Ellipsis count, Stop words)

50.8% English filter Rule-based filters

0.89
URL filter

Adapted from Li et al., DataComp-LM: In search of the next generation of training sets for language models, https://openreview.net/pdf?id=CNWdWn47IE.



Filtering Pre-Training Data Improves Model Performance

compared to FineWeb edu (dataset from the company Hugging Face)

® FineWeb edu DCLM-Baseline

£ 8 W Data quality matters
£ 5
o N
@ N 15
S
Z
0
0.01 0.1 1 10

Trillions of Tokens

Adapted from Li et al., DataComp-LM: In search of the next generation of training sets for language models, https://openreview.net/pdf?id=CNWdWn47IE



LLMs Have A Knowledge Cutoff

Suppose an LLM is trained in October 2024.
How can that LLM answer: “who was Kendrick Lamar’s musical guest at the 2025
Super Bowl! halftime show?”

untrained pre-training base model post-training ready for
model production

One solution: add post-Oct 2024 docs to pre-training data and retrain the model?
Cons: expensive and time-consuming (pre-training takes weeks or months)

Adapted from Expert Report of Gregory Durrett, March 14, 2025, Fig. 2



RAG Allows LLMs To Access Additional Knowledge

Closed-book LLM generation

Who was Kendrick Lamar’s musical guest _m_> | don’t know who Kendrick
at the 2025 Super Bowl! halftime show? Lamar’s musical guest was...

Retrieval-augmented generation (RAG)

Who was Kendrick Lamar’s musical guest
at the 2025 Super Bowl! halftime show?

document Reformulated query _m_> SZA performed with
retrieval and document text Kendrick Lamar...

m PinkNews
https://www.thepinknews.com » 2025/02/10 » kendrick...

CBS News
https://www.cbsnews.

Who performed at the Super Bowl 2025 halftime show ...




Google Recognizes The Power Of Grounding LLMs

Search for
Generative Al

Authors: Scott Penberthy,
Pranesh Srinivasan

Ex. No.
PXRO040

120 o D30I0APM
o037 15-APM

and Anant Nawalgaria

PXR0040 at -178; see also PRX0110 at -917.

Just as humans rely on memory systems as seen in Figure 1to recall facts, to learn, and
to reason, Generative Al models rely on search. While Al models are brilliant at generating
content, they need a way to anchor their outputs in reality. Search is what anchors an Al
model's outputs in reality. It is a system that acts as a rapid and reliable technique to pult
relevant information at lightning speed. Additionally, when these models make a claim,
search assists them in verifying the model's accuracy by citing the correct sources and
fast-checking any assumptions. This combination of Gen Al and search has propelled
technological advancements and reshaped the digital landscape.

“While Al models are brilliant at generating
content, they need a way to anchor their
outputs in reality. Search is what anchors an

Al model’s output in reality.”




Grounding Via RAG Improves LLM Accuracy

OpenAl released a dataset called “SimpleQA” with example questions:

What is the first and last name of the woman whom the British linguist Bernard Comrie married in 19857

Closed-book GPT-40 accuracy: 38.2%

RAG makes this easy: Personal life e

Early life and education [edit]

Comrie was born in Sunderland, England on 23 May 1947. He ez
undergraduate and doctoral degrees in Modern and Medieval Lai
Linguistics from the University of Cambridge,?I®l where he also t
Linguistics until he moved to the Linguistics Department of the Ui
California.!*!

Personal life [edit]

He married linguistics professor Akiko Kumahira in 1985.[516]

L — T

Wei et al., Measuring short-form factuality in large language models, OpenAl (2024); Bernard Comrie, Wikipedia, https://en.wikipedia.org/wiki/Bernard_Comrie, retrieved 4/13/2025



Failing to Ground Leads to Hallucination

Without RAG, contemporary GPT models cannot do this.

User

What is the first and last name of the woman whom the British linguist Bernard Comrie

married in 19857

Assistant

The British linguist Bernard Comrie married Susan M. Fitzmaurice in 1985,

b Good P Bad

If repeatedly queried, the model will give a variety of different and incorrect answers.

Retrieved from platform.openai.com, gpt-4.1-2025-04-14 on April 19, 2025



Search Engines Are Retrieval Tools

LLM Search Engine RAG
e can generate novel content, * no novel content is e generates novel content
which can include mistakes generated from search results
 retrained infrequently * updated continuously e updated continuously
user query user query user query

}

}

response retrieved pages RAG grounds LLMs in reality
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Google’s Advantages In Search Are Established In The Court’s Liability Opinion

* Google receives 9x more queries each day than all of its rivals combined

N * On mobile, Google receives 19x more queries than all of its rivals put
User-side Data \\ together
-

* User data is a critical input that directly improves quality for general search
engines at every stage

* User data is important for crawling

> * User data is important for indexing

* Only Google and Bing create fulsome web search indexes
* Bing’s index is poor quality

Search Index N

Common Crawl| captured approximately 27 billion pages in the year 2024.
By comparison, Google crawls  billion pages per day.

Top: ECF No. 1033 at 99 86-106. Middle: ECF No. 1033 at 99 29, 91-92, p. 238. Bottom: Statistics of Common Crawl Monthly Archives, Common Crawl,

https://commoncrawl.github.io/cc-crawl-statistics/plots/crawlsize; Google LLC’s Responses and Objections to Plaintiffs’ Second Set of Joint Interrogatories to Google LLC, p. 23.
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Google Uses Search’s Advantages In Al Overviews

Al Overviews

— RAG system

—Triggeredon. % of Google
Search queries.

what are the top tourist destinations in california?

Al Images Shortvideos News Forums  Shopping Videos ! More

Results for California - Choose area ¢

+ Al Overview

California boasts a wide array of popular tourist destina-
tions. Major cities like San Francisco and Los Angeles,
along with iconic landmarks and natural wonders like
Yosemite National Park and the Golden Gate Bridge, draw
millions of visitors annually. Other frequently visited areas




Google Uses Search’s Advantages In Al Overviews

Al Overviews relies on the Google Search stack to retrieve and generate results

Trained on Search data

Retrieves using Google Search stack



Google Uses Search’s Advantages In Al Overviews

One Google Search system used by Al Overviews is Fast Search

Fast Search
Architecture

. | @,) @ based on Search Next team proposals
go/fast-architecture-proposal

Office Hours: go/fast-search-infra-ch

May 2023

IGHLY COMNFIDENTIAL GOOG-DOJ-34358177

PXR0048 at -177.



Google Uses Search’s Advantages In Al Overviews

Generator for Al Overview is “MAGIT”
— Gemini base model fine tuned on query data
— Fined-tuned to generate text in Al Overviews format

Magi MAGIT-v2.2 [v2-S]
Training Data

WTH Attorney Chent Privileged

Seiflink | |
Authors & Contributors: Kishan Kolur Louis O'Bryan Vivian Ma 22 [MagitAlS V2
Created: 17 Jul 2024
Updated: 22 Jul 2024

Status: [FiE

— —

Context
This document describes the data used for training the Magi MAGIT-v2.2 [v2-5].

magit_rm.magit_pr
26 |eference factuality]

PXRO086 at rows 22, 26



Google Uses Search’s Advantages In Al Overviews

13 . Understood. And is any Search data used

14 to pretrain the MACIT model?

15 A, It's a search model: so0 ves.

Phiroze Parakh

Senior Director

C

Designated Testimony

Deposition of Phiroze Parakh (Feb. 13, 2025) at 154:13-15.



Google Trains Tangram On User-Side Data

Phiroze Parakh

Senior Director

C

12

13

14

16

uses

Q.

Okay. And are the signals that Tangram

derived from the Zlue model?

L.
Q.

L.

Tes.

And the Glus modesl

Yes.

is user feedback data?

Designated Testimony

Deposition of Phiroze Parakh (Feb. 13, 2025) at 78:12-16.
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Google’s Base Models Are Building Blocks For Al Overviews And Gemini App

Gemini v2 Pre-Training Data Card Gemini v3 Pre-Training Data Card
Attorney Client Privileged Att
o . .. . . ormey Clent Privileged
Gemini v2 Pre-Training Data Filtering

prs:

Gemini Ops members: Erica MoreiraMegha GoelMario PintoKeran than Byrd Marcella ValentineVictor Gomes T A Crocker

RongNathan Byrd Jor Ronghat ler LiechtyRemi

Gemini Data Pillar Leads: Ethan DyerKatie MillicanAndrew Dai =

MM Pillar Leads: Jean-baptiste AlayracRadu SoricutJohan Schalkwyk Context | a SainathAcria Recasens
jed: 21 Sept 2023 This the regulat fitering that will be performed for Gemini
ted: 23 Nov 2023 be fitered as well as what is feasible today based on avalable tooling. Please note that the tean
Is: Final
nk: go/gemini-v: 2-data-card A

pprovals
text [ Role | L6}
Jocument describes the data used for training the Gemini v2 models and tracks LGTMs o = R hir v3 models and tracks LGTMs from project leads and data owners based on known use cases as|
project leads and data owners based on known use cases as of the creation date. Any o 25 section
product use cases should go through product specific approval processes. See Use_ James Bosle Counsel,
b section IW oou lmm pemini v3 tad-patch are not in scope of this Gemini v3 pretraining data card and not included here
e T t oce

+ .
Gemini

§ Al Overview

pre-training

post-training

untrained Gemini
model base model production models

Left to right: PXRO085, PXR0184 at -112, PRXR0123 at -179




Google Uses Its Search Advantages To Build

* Google pre-trains Gemini models on GCC

Gemini Base Models

* GCC and the Search Index are derived from Docjoins

Google Common Corpus (GCC): Proposal

Endgosgle-comman-carpe reposal
August-November 2021
Author
H-h_--
Visibility: Confidential (Do not share externally}

Status: Reviewed

Executive Summary: this i o proposs! o build and give occess to @ corpus of Docjoins and
Imogejoins that are suitoble for vse outside Search products. The corpus will only contain
documents and images considenrd crawigble fi.e, not restricted to Googlebot), with
on expected coverage of ove the docjoins the imogefoins. It will be
implemented as a low-cost, self-hosted solution on top of Core Data Morketploce technology,
affering highly-scalable, stondard lookup and scannimg inlerfoces.

Motivation

The main corpus of Docjoing 1s a large repository of the documents publicly available on the
web and visited at least once by Googlebot in the last few months. |t currently consists of over
documents. It is obviously an extraordinarily useful dataset of public content. By
comparison, the external Commaon Crawl corpus is much smaller, with only a bit uveﬁ in the
[atest release. Google's ability to build such a large corpus is to some extent enabled by the
willingness of content publishers to have their content crawled by Googlebot for the purpose of
appearing in search results and ather Search products, This means Lhal webmastars may or
may not be willing to have this content used for other purposes, At the same time, it would be
very wasleflul, particularly of the bandwidth and serving costs of web sites, to simply build a
separate corpus of Docjoins fetched and kept up-to-date with a separate non-Search crawler.
Maoraowver, wa Tully expact a large overlap between what |3 crawlable only with Googlebol (lor
Search) and what webmaster would be willing to allow other crawlers to retrieve for different
purposes, Ideally, we would simply identify Doc|oins thal are generally available, and make
them easily usable for non-Search lines of business at Google without any extra crawling.

‘B documents. It is obviously an

extraordinarily useful dataset of public'cuntent. By comparison, the
external Common Crawl corpus is much smaller, with only a bit over 3 B

in the latest release.”

PXR0185 at -116-117




Google Uses Its Search Advantages To Build Gemini Base Models

* Google pre-trains Gemini models on GCC
* GCC and the Search Index are derived from Docjoins

Besides considering the broad use of documents primarily fetched for building Google’s Search

GDDE'E‘ Common Corpus {GCC} F‘rnposal Index, it is important to be aware that the corpus of Docjolns includes not only document
T content but also the myriad of Search metadata and signals powering the internals of Google
August-November 2021 Search. Some of these signals are clearly very sensitive, being derived from aggregated user
Author S -
m“mmml-l- behavior. Emfﬂ*m the uses of mcjﬂlﬂi must address both the intent of the webmaster and
Visibsility: Confidential (Do net share externally} the need to limit access to only those fields in the Docjoin that are appropriate for non-Search
Status: Reviewed = ; . ;

experience products (as defined in go/search business-data-guidelines).

Executive Summary: this is ¢ proposal to build and give occess to o corpus of Dogjoins and
Imogejoins that are suitoble for use outside Search products. The corpus will anly contaln
documents and imoges considered generally crawiable flLe., not restricted to Googlebot), with
on expected coverage nfmr‘#rhﬁmm”fhwm.nwmh
implemented as g low-cost, self-hosted solution on top of Core Data Marketploce technology,
offering highly-scalable, stondard lookup and scanning interfoces.

“I1]t is important to be aware that the corpus of Docjoins includes not
only document content but also the myriad of Search metadata and

signals powering the internals of Google Search.”

PXR0185 at - 116-117



Google Has Approved Using User-Side Data To Build Gemini Base Models

Search signals can be used for filtering

Message

From: Fangrisoyu Feng [0 Bgoogle.com]

Sent: &5/ 2034 5:14:50 PM

Ta: Claire I‘.:ul google.com); Paul I-Iaa_hr Me.:mﬂ] ) - © coml Gl Yan I "

o wah.m.mﬁm:mhm ovou Eeote ont toen (Btonge con 2o [W]e just got approval to use several

cooge ol enan yer JROogecom ate Miian QERROoogecom ¢ Search signals to help Gemini

Subject: Re: PageRank for training data? . . . .
pretraining... Those signals will be very

Hi,

helpful for us to upweight[] good,
Thanks for the discussion, It has helped me to learn more about the value of Scarch signals, With (@ Paul . . .
Haabhr ‘s help, we just got approval to use several Search signals to help Gemini pretraining, including QScore, d ut h ori tat ve p ages an d d ownwel ght []

NSR and several low quality page/site signals. Those signals will be very helpful for us to upweighting good,
authoritative pages and downweighting the spammy, untrustable ones. We just started conversation with th es pa m my u I"It r UStEl b | e ones n
s .

multiple teams in Scarch today, to discuss how to access those signals.

For those sensitive search signals, we will only allow a few relevant folks to access the raw score. We will
experiment different ways to use them (including the upsampling and downsampling) soon, but only bucketing
the scorcs to make them more finc-grained than current Scarch indexing ticrs.

Best,
Xiaoyu

PXR0016 at -865.




Google Has Approved Using Query Data To Build Gemini Base Models

Phiroze Parakh

Senior Director

le

17

18

19

20

Q. Okay. BAnd the first dataset that is
included here for approval to be used in the Cemini
v3 pretrain model is Aguarium Magi.

Do you see that?

A, Mm-hmm .

Q. Okay. So the data contained in this
dataset in this chart is described as following:

[As Read] The Aquarium Magi includes
Magi responses scraped from anonymized
Aquarium (web answers/Magi) r:[ueries-
Do you see that?

A. Mm - hmm .

Designated Testimony

Deposition of Phiroze Parakh (Feb. 13, 2025) at 144:16-20 and 144:25-145:8.
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Google Uses Search’s Advantages In Gemini App

* Mobile application or web application
* Allows users to query Gemini models (fine-tuned from Gemini base models)

what are the top tourist destinations in california?

* California is a vast and diverse state with a wide array of attractions, making it a top tourist
destination. Here are some of the most popular and highly-regarded places to visit:

Major Metropolitan Areas:

* Los Angeles: The entertainment capital of the world, home to Hollywood, Universal Studios,
Griffith Observatory, the Getty Center, Santa Monica Pier, and vibrant beaches like Venice

Beach.

* San Francisco: Known for its iconic Golden Gate Bridge, Alcatraz Island, Fisherman's Wharf,
cable cars, diverse neighborhoods like Chinatown and North Beach, and cultural institutions
like the Exploratorium and the California Academy of Sciences.

* San Diego: Boasts beautiful beaches like La Jolla and Coronado, Balboa Park (home to the




Google Uses Search’s Advantages In Gemini App

10

Elizabeth Reid 11

Head of Search 12

Q. Okay.
When a query is entered into the Gemini app,

are Search results returned in some way, shape, or form?

THE WITNESS: If a user enters a guery in the
Gemini app, the model can decide that it would like to
ground 1ts results in some -- some web results

information. Okay?

Deposition Testimony

Deposition of Elizabeth Reid (Mar. 7, 2025) at 20:5-20 (objection removed and answer truncated).




Google Uses Search’s Advantages In Gemini App

Gemini App grounds results

How tall was lebron james in high school?

* LeBron James experienced a significant growth spurt during his high school years at St. ~
Vincent-St. Mary in Akron, Ohio. v Here's a breakdown of his height progression:

» Freshman Year: He entered high school standing at 6-foot-2.
» Sophomore Year: By his sophomore year, he had grown to 6-foot-6.

+ Junior Year: Reports indicate he reached 6-foot-7 during the summer before his junior year.

Google Search didn’t find relevant content

Consider researching further to make sure the
statement is credible.

» Senior Year: By his senior year, he was listed at 6-foot-8 or 6-foot-9.

It's worth noting that his listed height in the NBA is 6-foot-9 (2.06 meters).

Captured from Gemini App at gemini.google.com on Apr. 19, 2025.
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Dr. Allan’s “Reverse Engineering” Assertion Is Misleading

Dr. Allan claims that Plaintiffs’ data-sharing remedies will allow rivals with access to LLM-
assisted search engines to “reverse engineer” some Google’s technologies

— Reverse engineering some Google technologies does not constitute reverse engineering Google Search

22 I want to tie those back to search. And so
23 | if you built an LLM that was trained on a search
24 | engine task, that model is still not capable of doing

25 | what a search -- a traditional search engine does;

1 correct?

Eli Collins 4 e wrmness: [

VP of Product s | I
¢ | I

G |

Deposition Testimony

Deposition of Eli Collins (Mar. 24, 2025) at 96:22-97:7 (objection removed).



LLMs Are Black Boxes

Controllable Al

- Search over the years have developed a mature system for friage bad losses and for
applying point-fix if necessary. The black-box nature of LLM makes it much harder to
have this level of control. | believe this is an area that needs a lot of research. There are

many loss-patterns that we don't quite know how to fix, except for engineering lots of
data which can be quite time consuming and inefficient.

* A mimicking LLM cannot be analyzed to reveal its internal mechanisms

PXR0096 at -329.



Mimicking With A Black Box Does Not Reveal A System’s Implementation

Google system Mimicking system (using LLM)

/ Component 1
Input Component 2 Output Input

Output

Component 3 /

* Producing a mimicking system with an LLM does not reveal any component
substructure of Google’s system.

* Dr. Allan does not say that a mimicking system would be as performant as the
original system.




Dr. Allan’s Opinions Are Missing Context

PXR0O048 at -186. 50



|. Introduction to Generative Al

Il. Google’s advantages in Search assist in building high quality
Gen Al Models and Gen Al Search Products

A. Al Overview
B. Base Models
C. Gemini App

Ill. Dr. Allan’s misleading “reverse engineering” claim

IV. Dr. Hitt’s flawed technical analysis




Dr. Hitt Mischaracterizes The Use Of Data For Gen Al Training

* Dr. Hitt’s technical claim that “there are many sources of accessible, high-
qguality, and substitutable data” for training LLMs is wrong

* Dr. Hitt’s analysis is flawed:

Dr. Hitt does not consider Google’s Search Index in his assessment of
pre-training data sources

Dr. Hitt ignores how Google can use User-side data to filter pre-training
data for Gemini Base Models

Dr. Hitt ignores how Google uses User-side data to develop and
improve Al Overviews

Dr. Hitt ignores that the use synthetic data is widely considered to be
experimental

Expert Report of Loren Hitt (Mar. 14, 2025) at 9 122.



Hitt Acknowledges Gemini App Heavily Relies On Search

Lorin Hitt

Google Economics
Expert

& Wharton
UNIVERSITY 0f PENNSYLVANIA

result from the model.2*® Further, [ understand that currently the Gemini app uses the Google

Search API results for grounding its responses to only appmximately.’/u of prompts.2'¢ The

» The Gemini App calls upon the Search API for around|  percent of

prompts, though this figure is fluid.

Expert Report

Expert Report of Lorin Hitt (Mar. 14, 2025) at 9] 89, citing Notes from Zaheed Sabur Interview, Mar. 10, 2025




Key Opinions

Google’s Gen Al Models and Products integrate Google Search,
Google’s Search Index, and User-side data

Google’s advantages in Search assist it in building high quality Gen Al
Models and Products
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