DH Daily Briefing | Thursday

DATE: 19 Sept 2024
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16:00 | Unit Review - GenAl, Turing

OCEO Lead: Saaber
Chair: Koray

Agenda:
e [10 min] GenAl updates cverall (portfolio & compute investments)
o Attendees: KK, Clemens, Steph Hughes-Fitt, Eric Ni, Kareem, Tulsee, Eli, Saaber
e [30 min] Gemini v3 update
o Additional attendees: Noam, Jeff, Jack, Seb, Dima, Eliza, Viad, JB, Sergey
e [20 min] Inference-time improvements
o Additional attendees: Noam, Jeff, Quoc, Yunhan, Eliza, Ethan, Yonghui, Slav

Key docs:
e Deck [28 slides]
OCEO notes/prep:
e Note the team has taken on your feedback to keep these more informal and invite more leads to the
discussion. We'll continue to iterate so let us know if you have more thoughts following this session.

DH NOTES:

GenAl updates overall

e Working on adding an_area - looking to codify that.
o DH:label it really clearly - something like irocessing, not to be confused by Ema’s

computing. Noam exci it and expect him to lead on it

e Confident flash v2 will be good. Unsure aboutﬂize; some debugging going on
o Flash on track for early oct - wont be distilled from Pro anymore

e Compute

o DH: Will need big budget fcr_processing (not here). Need more for things like translation,
diffusion etc.

o DH: focus O“and things like what was discthh Dave); and some of pre-training
compute to do analysis/debugging on what went wrong with

o KK: dont have compute to do nd not ready for it. Need to debug pro first.
o DH: need to see how pre-training ccmputeﬁini silit up when we're not doing a big run. DH needs

visasits ompute pool. If not buildin nd eed to divide correctly so we can explain it e.g.
giveitto eople etc. Need to disguss that cut in detail.
o KK: currently pre-training pool used for training

nd debugging
pre- mpute usage)
o KK%- everythi i ' -
o DH: feel lik ompute &Wompute should be around-of compute
usage by next year. Need to invest mgre ig those areas once out of a crunch
e KK: would prefer we grow itt ideally

m DH: yes we need enough ute soffjjjjs enough of what we need to deliver
m DH: imagine things like robotics etc and they'll need compute to scale

would like to see current tetris of

@]

Gemini date

iming for- rev 14 quality
aiming for sota guality
xcited by an
& data now too)

e Ema: Gives us opportunity to explore some more data

o DH: we should push search data as much as we can with ranking and other tthnd see if we can ﬁu our

ized models - need to factor that in now (e.g. training search specific models

other models without those specifics. Will be extremely interesting to see what ith search data vs
without search - see where the ceiling is
e DH: Who will lead this exploration for Search?
o Tulsee: Rohan driving, Ema is also working on it
o KK: Inference-efficient models workstream is working on this
e DH: Are these two separate training runs?
o KK: Looking at options and ablations
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