### India

#### Key Developments: May 2012 – April 2013

- Hundreds of blocks, supposedly targeting inflammatory content, affected a wide range of pages, including some in the public interest (see Violations of User Rights).
- At least eleven people were charged under Section 66 of the 2008 IT Act amendment for posts on social media (see Violations of User Rights).
- Cartoonist Aseem Trivedi was arrested for anti-corruption cartoons, initially on charge of sedition, which carries a life sentence (see Violations of User Rights).
- The Central Monitoring System, partly in place since April 2013, seeks to equip a range of agencies to monitor any electronic communication in real time, without informing the target or a judge (see Violations of User Rights).
- Online campaigning for women’s rights in the wake of a brutal sexual assault promoted street protests and some legislative reforms (see Limits on Content).

#### Internet Freedom Status

<table>
<thead>
<tr>
<th></th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Obstacles to Access</strong></td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td><strong>Limits on Content</strong></td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td><strong>Violations of User Rights</strong></td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>39</td>
<td>47</td>
</tr>
</tbody>
</table>

*0=most free, 100=least free*

#### Population: 1.3 billion
Internet Penetration 2012: 13 percent
Social Media/ICT Apps Blocked: Yes
Political/Social Content Blocked: Yes
Bloggers/ICT Users Arrested: Yes
Press Freedom 2013 Status: Partly Free
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**INTERNET FREEDOM STATUS**

- **Obstacles to Access (0-25)**
  - 2012: 13
  - 2013: 15

- **Limits on Content (0-35)**
  - 2012: 9
  - 2013: 12

- **Violations of User Rights (0-40)**
  - 2012: 17
  - 2013: 20

- **Total (0-100)**
  - 2012: 39
  - 2013: 47
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**POPULATION:** 1.3 billion
**INTERNET PENETRATION 2012:** 13 percent
**SOCIAL MEDIA/ICT APPS BLOCKED:** Yes
**POLITICAL/SOCIAL CONTENT BLOCKED:** Yes
**BLOGGERS/ICT USERS ARRESTED:** Yes
**PRESS FREEDOM 2013 STATUS:** Partly Free
The internet has become a powerful tool for sharing information and articulating dissent in India, despite low overall penetration and power shortages limiting access for many. While still concentrated in urban areas, access is gradually spreading to rural India, providing a forum for voices not always represented in the traditional media.

There are no systematic restrictions on political content on the Indian web. Since the November 2008 terrorist attacks in Mumbai, however, a confusing and frequently contradictory series of legal amendments, rules, and guidelines have strengthened official powers to censor online content and monitor communications. A 2008 Information Technology Act amendment allowed officials to issue blocking orders to internet service providers (ISPs), outlining a procedure and protecting compliant companies from legal proceedings. But 2011 intermediary guidelines under the same Act introduced a different process, making companies liable to criminal penalties if they fail to delete or take down content which any individual flags as “offensive.” Courts can also order blocks, and their efforts to contain copyright violations sometimes render entire platforms inaccessible. All told, hundreds of pages were reported blocked by multiple actors during the coverage period, most by the government grappling with religious unrest, though no formal count was made public. While some blocks targeted legitimate hate speech, the opaque process undermined public trust and left legitimate internet users, victims of “collateral blocking,” without a means of appeal.

Twenty-five percent of India’s internet users spent time on social media in 2012, and this, too, is subject to unclear regulation under the amended IT Act’s punitive Section 66. During the coverage period of this report, police arrested at least 11 people for social media posts—including tags, ‘likes’ and closed group comments—under the section’s vague ban on annoying, offensive, or menacing messaging. Though most were swiftly bailed, the detentions— which often took place at night, involved defendants as young as 19, and in three cases in restive Jammu and Kashmir lasted 40 days—threatened the constitutionally-protected right to freedom of expression. Yet the IT Act’s problematic provisions have yet to be reformed.

Security threats have also driven a frenzy of directives on surveillance in the past five years, including one ordering mobile providers to monitor all users’ physical locations to within 50 meters, and others pushing international service providers that encrypt their users’ communications to establish domestic servers that are subject to local law. In 2013, the government began transitioning to the secretive Central Monitoring System which will potentially empower a wide range of state agencies to access any electronic communication in India in real time, without service provider cooperation—though that cooperation is assured under license agreements. Surveillance requires no judicial oversight. While some of this activity might be justifiable, the lack of transparency surrounding the system, which was never reviewed by parliament, is concerning. The system’s potential for abuse—already widely documented under the existing surveillance regime—is also disquieting, as is its inadequate legal framework. Outdated laws require case-by-case
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clearance by high-level officials for wiretaps, for example, but are insufficient to regulate a system capable of mass location-based cellphone monitoring. Meanwhile, Indian citizens are surrendering more personal information—including biometric data, such as fingerprints—to electronic government databases than ever before. Yet no privacy law offers protection or redress if citizens’ personal details or communications are improperly accessed. And while officials tout the centralized “electronic audit trail” the system creates each time it’s used as a security feature, this data may itself be vulnerable to criminal infiltration.

As the country gears up for national elections in May 2014, these issues will become even more pressing. The main opposition Bharatiya Janata Party will take on the ruling Congress Party for control of the Lok Sabha, or lower house. The internet is already taking center stage, with both sides accusing the other of manipulating online discourse. There is no shortage of engaged civil actors countering the sometimes hostile online debate and advocating internet freedom. Whether the next government will be receptive remains to be seen.

**Obstacles to Access**

Internet usage in India continues to increase, with tens of millions of new users getting online each year. Internet penetration remains low by global standards, at 11 percent in December 2012, according to the Telecom Regulatory Authority of India (TRAI). The International Telecommunications Union put penetration closer to 13 percent. A pronounced urban-rural divide persists, and many people access the internet via cybercafes, as only 3 percent of households have an internet connection, according to recent census data. A lack of local language content and applications also restricts penetration, though the situation is slowly improving.

Overall mobile penetration was around 70 percent in 2012, and mobile access is widespread, according to the Internet and Mobile Association of India, who reported in October 2012 that more than 90 percent of active urban internet users got online using a mobile device. In January 2013, the government announced plans to allocate frequencies for a 4G network, which will further facilitate mobile web use. Indians under 35 are 83 percent more likely to use mobile phones to go online at least once a week, compared to 55 percent of 50-64 year olds.  
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Information and communication technologies (ICTs) have helped make education and other services more accessible and inclusive in India. However, infrastructural limitations and cost restrict access, especially to broadband connections, which have overtaken dial-up as the primary access technology. In particular, operators are reluctant to invest in their own tower networks, and rely instead on third-party services. Cable-landing stations, where submarine cables meet the mainland, often impose hefty fees for allowing ISP traffic to pass in or out. There are 10 such stations, but the market is dominated by two players, Bharti Airtel and Tata Communications, which have a combined 93 percent market share. ISPs also prefer to be physically close to international gateways, like the one in Mumbai, where the high cost of real estate drives up hosting prices.

Partly as a result of these challenges, the top 10 ISPs serve 95 percent of the total internet subscriber base. Few of the 104 service providers authorized to offer broadband have been able to penetrate the market given the strong position occupied by state-owned BSNL and MTNL. Private companies have met with more success in the mobile phone service market. The top 10 providers are Bharti Airtel, BSNL, Vodafone Essar, Reliance Communications, Idea Cellular, Tata Communications, Tata Teleservices, Aircel, MTNL, and Tata Teleservices (Maharashtra) Limited (TTML). Licenses are issued following a bidding process, but launching a mobile phone service business in practice requires considerable financial clout and access to important government officials. In a decision highlighting such tendencies and other corrupt practices in the telecommunications sector, the Supreme Court in February 2012 canceled 122 licenses for 2G mobile phone services. The licenses had been sold at artificially low prices in 2008 to a small number of favored firms.

Broadband speeds remain slow in India. Testing by the technology firm Akamai in December 2012 indicated that the average connection speed in India was only 1 Mbps, an improvement from early 2012, but still slow by international standards.

The government sought to address this through a National Telecom Policy unveiled in May 2012, focused on providing affordable and quality telecommunication services in rural and remote areas. By promoting sustained adoption of technology, the policy seeks to overcome developmental challenges including access to education, health care and employment.
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While the cost of devices and data access is an obstacle to many in India, surveys indicate that lack of electricity, low digital literacy, and limited English are also major impediments. Inadequate power, in particular, is a key road block to internet adoption and usage. India’s average peak power shortage—the amount of electricity it failed to generate when consumption reached a maximum—was 9 percent between 2007 and 2012.

Other government projects will benefit the ICT sector, such as the National Optical Fiber Network, an ambitious two-year proposal to bring broadband speeds of 100 Mbps to rural districts. However, though pilot broadband networks are being developed in three states, the project is not on schedule for completion within the two years allotted, which concludes in November 2013.

In addition to these nationwide challenges, select states battling insurgencies or other security threats are even more isolated. In the central states colloquially known as the red corridor—so-named for the simmering Maoist insurgency concentrated in remote, tribal areas—ICT investment is limited both by the conflict and the fact that other basic needs, such as drinking water and access to healthcare, are still unmet in many communities.

The national government can impose limits on ICT usage during times of unrest. In August 2012, officials limited SMS messages to five per user per day for fifteen days in an attempt to control religious tensions in the northeast. State governments also occasionally respond to security challenges, interfering with connectivity by implementing shutdowns. In February 2013, the state of Jammu and Kashmir temporarily shut down mobile internet service when a prominent militant leader was executed. Select village councils also occasionally banned women from using mobile phones on moral grounds. Though they affected a tiny fraction of the population, at least three such highly localized bans were imposed during the coverage period, one in July in Uttar Pradesh, one in August in Rajasthan that applied only to girls under the age of 18, and one in Bihar in December.

The TRAI is the main telecommunications regulatory body, with authority over ISPs and mobile phone service providers. Established by parliament in 1997, it functions as an independent agency, offering public consultations and other participatory decision-making processes. The TRAI is generally perceived as fair. The Ministry of Communications and Information Technology and the Ministry of Home Affairs also exercise control over several aspects of internet regulation.

Cybercafes, initially straightforward to open and operate, are now regulated under 2008 amendments to the IT Act, which define them as any facility or business offering public internet
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access. Obtaining a license can require approval from multiple agencies, though reporters in the city of Bangalore could not locate a single authority responsible for issuing it. Some states levy license fees. Regulations from 2011 oblige cybercafes to register, censor and monitor customers; critics noted these requirements went beyond the IT Act provisions which prescribed them. A March 2012 notice mandated each institution register for an official number, a process distinct from licensing that overlaps with existing state or municipal laws, but without specifying the timeframe, penalties for non-compliance or even the identity of the “registration agency” responsible. Some owners, already facing loss of revenue due to projected growth in personal connections, found the requirements burdensome. Enforcement varied significantly around the country.

**LIMITS ON CONTENT**

The government ordered ISPs to block hundreds of websites and URLs in an effort to contain religious unrest in 2012; whole platforms were affected in Jammu and Kashmir. Misguided court orders also resulted in content blocks—164 websites became inaccessible in just two days in February 2013. Corporate actors battling piracy caused ISPs to block entire video- and file-sharing sites. Intermediaries who fail to satisfy personal complainants offended by their content are liable to criminal and civil penalties under harsh guidelines that were subject to legal challenges during the coverage period. But despite civil society protests, reform has yet to materialize, while legal proceedings against several global internet companies are ongoing. Right-wing “Internet Hindus,” that some say have political backing, had a negative impact on the online space in the past year, bombarding opponents with hostile comments. Women reported particularly aggressive electronic threats. Yet citizens also embraced digital tools to promote street protests after a brutal rape and murder in December 2012, prompting some legislative reforms.

Political censorship is by no means pervasive in India. It has increased, however, since a 2008 amendment to the IT Act granted the government power to block any content in the interests of defense, national security, sovereignty, friendly relations with foreign states, and public order. The OpenNet Initiative reported no filtering of political and social content in India in 2007, but
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selective blocking of both in 2012, while transparency surrounding the blocking process declined. Religious and political extremist commentary was consistently targeted. Troublingly, “websites with information on human rights in India, internet tools such as proxies, and content related to free expression” were also selectively filtered. Blocks on pornography were fewer than those affecting other kinds of information.

Though the 2008 amendment subjects the government’s blocking authority to “procedure and safeguards,” the 2009 rules which outlined these processes are inadequate, and not always followed in practice. Service providers block websites at the behest of a committee of representatives from the ministries of law, justice, home affairs, information and broadcasting, and the cybercrime authority, the Indian Computer Emergency Response Team (CERT-In), which operates under the Department of Information Technology, often abbreviated as DIT. Citizens can’t personally contact this group, but officials or police can submit vetted complaints on their behalf to the committee, who must give the person or intermediary who posted the contested information 48 hours to respond. Whether they do or not, the committee assesses the complaint, and sends those it considers legitimate to the IT department secretary for approval before directing service providers to implement blocks. The incumbent secretary is J. Satyanarayana. In emergencies, he has the power to issue a temporary order directly if the committee subsequently reviews it within 48 hours. A review committee is expected to review all blocking decisions made under the law every other month.

Unfortunately, public misperceptions about this process undermine it in practice. Most news reports cite CERT-In as the authority behind website blocking, and the governmental department responsible as the Department of Telecom (DOT) based on earlier iterations of the act. In fact, DOT has relinquished this authority to DIT, a subtle change barely clarified by the DIT’s re-designation as the Department of Electronics and Information Technology (DEITY) in April 2012. Meanwhile, CERT-In’s power to authorize blocks passed to the committee outlined above. That body’s name under rule 8(4) for section 69A of the 2008 act is “committee for examination of requests”—which can also be abbreviated as CER. The imprecision surrounding these two entities is not just from the acronyms. Both CERT-In and CER are headed by the same person, Gulshan Rai. The fact that he is empowered to sanction ISPs to block content is based on his role as the “designated officer” under the 2009 rules, rather than his position as director-general of the institution which manages cybercrime—though that institution, CERT-In, can issue requests to
takedown or delete illegal content. This introduces further ambiguity, but regardless of how the authority is distributed between these groups, they all operate under the powerful Minister of Communications and Information Technology, Kapal Sibal, whose cabinet portfolio was extended in May 2013 to include the law ministry. Popular criticism that content controls are too centralized may focus on the wrong institutions, but the underlying concern is often legitimate.

As in many democracies, the Indian judiciary is an independent arbiter of content disputes, and the government approves blocking orders submitted by the courts automatically. Regrettably, this gives local courts—who are often subject to social and political pressure, lack experience with internet issues, and can make rulings *ex parte*, meaning that they only hear one side of the case—considerable power to curb content. In some cases, service providers complied with blocking orders sent by lawyers informing them of a court decision, instead of an official notice, introducing additional scope for abuse. In February 2013, Rai’s committee instructed ISPs to block more than 70 URLs criticizing the Indian Institute of Planning and Management, a private business school, and its founder Arindam Chaudhuri, on the order of a district court in Madhya Pradesh, which was hearing a defamation suit filed by the institute. One of the websites targeted belonged to the Institute of Higher Education, its founder Arindam Chaudhuri, on the order of a district court in Madhya Pradesh, which was hearing a defamation suit filed by the institute. One of the websites targeted belonged to the University Grants Commission, which accredits higher educational institutions and refuses to recognize Chaudhuri’s right to award degrees, a decision he characterized as defamatory. Dozens of news articles reporting on the dispute, by *Outlook* magazine, the *Times of India*, the *Wall Street Journal* and the satirical website *fakingnews*, among others, were also blocked. Since court orders are meant to be stayed by other courts, several news reports said the government would have to appeal against blocking that its own agencies had facilitated—one whose principle victim, the Commission, was a statutory body of the Indian government.

Since 2011, a handful of higher courts have blocked content relating to copyright violations through particularly broad John Doe—or in India, Ashok Kumar—orders, which don’t name a defendant. These are not only pre-emptive—passed to prevent future violations of a movie that is not yet released—they are also misused by entertainment companies to make ISPs block entire platforms, whether or not they are hosting pirated material. This was demonstrated in May 2012 when as many as 38 ISPs completely blocked a range of platforms, ranging from video site Vimeo to file-sharing websites; some reports said they were inaccessible for as long as a month.
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based Software Freedom Law Center said Copyright Labs, an agency representing a movie production company, had interpreted an April court order from the Madras High Court in Chennai, state capital of Tamil Nadu, to allow absolute blocking, and that ISPs had complied; the court subsequently clarified that the order was only intended to affect specific URLs, not whole platforms.55 Experts hope this clarification will encourage ISPs to contest widespread orders,56 though some of the sites remained inaccessible even after the court’s statement, and some news reports said more than 20 other John Doe orders issued by courts around the country are still open to wrongful implementation.57

These processes are not transparent for internet users, who are not informed of blocks until they encounter an error message—the 2008 IT amendment actually prohibits blocking complaints and decisions being made public. In some cases, error notifications cite a generic technical fault; in others, they add to confusion by citing an order from the DOT instead of DEITY. (Asked about one encounter an error message—the 2008 IT amendment actually prohibits blocking complaints and decisions being made public. In some cases, error notifications cite a generic technical fault; in others, they add to confusion by citing an order from the DOT instead of DEITY. (Asked about one of these notifications, the DOT clarified that it was not responsible.58) In 2011, the Bangalore-based Center for Internet and Society obtained a list of 11 blocks via a freedom of information request, which it matched to 11 judicial orders.59 Even then, there was no definitive way of confirming if the block came through via a court or DEITY—and consequently, no clear avenue for appeal. Results can even vary by ISP. Many rely on domain name system (DNS) tampering to stop users from visiting specific URLs or domains. In theory, this allows ISPs to interrupt the connection between an individual blog page and the person trying to retrieve it, and should not affect entire platforms.

In practice, blocks are frequently overbroad, making it impossible to know which websites were targeted and which fell victim to collateral blocking.60 In late 2012, the Toronto-based research group Citizen Lab reported three ISPs in India using PacketShaper technology, which allows more sophisticated blocking and throttling.61 In April 2013, the Economic Times, citing minutes from a Home Ministry meeting, said the government planned to ask ISPs to segregate IP addresses by state to allow content blocking and monitoring on a regional basis.62

More nuanced filtering might seem like a welcome development in light of the court orders outlined above. In reality, it is cause for concern, given the disproportionate number of blocks ordered in the past year. In addition to the examples already considered, several hundred more pages were blocked based on communal or religious unrest. In August 2012, tensions between Muslims and non-Muslims in northeastern states including Assam, Karnataka, Tamil Nadu, and Maharashtra caused thousands to flee the region and sparked violence in cities around the country.
The government said that online hate speech, including falsified images of Muslims suffering violent attacks, was deliberately circulated to exacerbate the violence, and ordered blocks on at least 309 specific online items, a figure which was leaked to the press. That number, which did not differentiate between blocks on entire platforms or individual URLs, was probably conservative, and the blocking was widely censured as indiscriminate.

Instead of combatting inflammatory content, the government’s action disabled many objective sources of information, such as the Twitter handles of New Delhi-based journalists Shiv Aroor and Kanchan Gupta, who used their accounts to report on the unrest. News reports said that only a fifth of sites targeted mentioned the northeast, which undermined public trust in the action. Officials accused Pakistani authorities of orchestrating online hate campaigns, adding a possible political motive for blocking. Other content, including a handful of political Twitter accounts such as @DrYumYumSingh, which spoofs Prime Minister Manmohan Singh, became inaccessible at the same time, although they were not on the leaked list, leading many to wonder if political critics were being singled out as well. Other reports said Twitter had removed some accounts for violating user agreements. In February 2013, the Press Trust of India said a “high-level government committee” had decreed that 306 blocks on Twitter accounts implemented during this period were lawful, while four were not. It’s not clear which accounts were affected or whether this number related to the 309 items described above, most of which were not hosted by Twitter.

Over 240 further URLs were reportedly blocked in November 2012 in relation to the anti-Islamic “Innocence of Muslims” video uploaded in the United States in September, which prompted protests by Muslim communities throughout Asia. Minister Sibal publicly announced the blocks, and said more were forthcoming. Google separately reported having blocked access from India to several YouTube videos related to the “Innocence of Muslims” video, based on government request.

Restrictions were more severe in the Muslim-majority state of Jammu and Kashmir, where militant groups seek political autonomy or union with Pakistan. After “Innocence of Muslims” caused mass protests in September 2012, residents of the state reported the blocking of several social networks, including Facebook and YouTube, as well as some disruption to e-mail, search engines, and Blackberry phone service; other mobile providers also blocked internet access altogether. News reports said the state government ordered these shutdowns under Section 5(2) of the Indian Telegraph Act 1885, which shouldn’t be possible, because it only pertains to the emergency
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interception of electronic communications. But while the state information and technology minister denied the order, at least two service providers confirmed that there was a state-wide ban on Facebook and YouTube. Service was subsequently restored. On February 14 and 15, however, DEITY ordered national blocks on more than 80 individual YouTube and Facebook pages after a Kashmiri sentenced to death for assisting with a Pakistani terrorist attack on India’s parliament in 2001 was executed without warning or, critics said, due process. The Hindu newspaper reported that the block was based on a court order procured by Jammu and Kashmir police. Since these were implemented at the same time as the ones involving the business institute described above, Indian ISPs blocked 164 pages based on court orders in the space of two days, some due to a highly politicized conflict, others from private, commercial interests.

Administrative requests requiring service providers to take down content also spiked during these incidents. Facebook cooperated with the government during the northeastern unrest, though it was not clear how many pages were taken down as a result. Twitter was asked to remove 20 accounts, but the extent of their cooperation was also unclear. Google reported that removal requests from India in the second half of 2012 increased 90 percent compared to the first part of the year, notably from CERT-In during the northeastern riots, but the company did not comply with all. While international companies often independently assess deletion requests to see if the flagged content violates local law or user guidelines before complying, domestic companies may be less discriminating. In March 2013, the Software Freedom Law Center said police ordered a web portal to delete an allegedly defamatory article under Section 91 of the penal code, which allows them to request information for the purposes of an ongoing investigation—even though the section does not provide for deletion of online content and is not applicable in defamation investigations. It was not an isolated incidence, the Center reported.

Intermediaries are pressured into policing content by multiple actors. Both local and overseas companies are vulnerable to criminal prosecution if they fail to comply with complaints about content—not just from officials, but from anyone in India. The 2000 IT amendment made them liable for illegal content posted by third parties, though Section 79 of the 2008 amendment introduced some protections for companies and their customers. In April 2011, however, Information Technology (Intermediaries Guidelines) Rules implementing the act undermined these protections—omitting, for example, any requirement to notify the person responsible for the censored material. The guidelines, which cover internet and mobile service providers as well as
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web hosts, search engines and social networks, require them to disable access to offensive content within 36 hours of discovering it or receiving a complaint, either by blocking it or taking it down, or face prosecution leading to possible fines or jail terms. A March 2013 clarification stated that acknowledging a complaint within 36 hours was sufficient if the content was disabled within a month. This confused the process further, while doing nothing to address other glaring oversights.

While the CER committee explicitly limited the power of private complainants, the Guidelines opened the floodgates. Any individual can complain to a service provider about content that they deem, for example, defamatory, disparaging, harmful, blasphemous, pornographic, promoting gambling or infringing proprietary rights. None of these categories are defined. Experts say many violate the constitution by restricting legal speech—watching pornography, for example, is legal in India, and there are no limits on “disparaging,” a failing criticized by a parliamentary committee in March 2013. Critics also objected to the 2011 rules telling cybercafes to stop users from accessing pornography on similar grounds; they were encouraged to install filtering software, although it’s not clear how many complied.

May 2012 amendments to the Copyright Act limited liability for intermediaries such as search engines that link to illegally-copied material, but mandated that they disable public access for 21 days within 36 hours of receiving written notice from the copyright holder, pending a court order to block or remove the link. Rules clarifying the amendment in March 2013 appeared to give intermediaries power to assess the legitimacy of the notice from the copyright holder and refuse to comply, but critics said the language was too vague to restore the balance between the complainant and the intermediary.

Civil society has been active in opposing the Intermediary Guidelines. In tests, the Center for Internet and Society demonstrated they could be used to render thousands of innocuous posts
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inaccessible. Legal challenges are pending, including one submitted by a cyberlaw expert in Kerala in early 2012, who called them unconstitutional. In April 2013, the Supreme Court agreed to reexamine them based on a petition by a consumer affairs website. The site, MouthShut, which hosts user-generated reviews of products and services, said it had faced “hundreds of legal notices, cybercrime complaints and defamation cases” based on the rules, as well as calls from police officers to delete negative reviews. The case is still pending.

Other companies have been hit with criminal and civil charges even when there was no evidence that they were aware of the offending content, when they subsequently deleted it, or when they had no control over user-generated content hosted overseas by parent companies. Some of Google’s mapping practices left the company’s representatives liable for 3 years imprisonment, according to one expert. In December 2011, journalist Vinay Rai filed a criminal complaint against 21 internet firms, including Facebook and Google, for hosting content he considered offensive, such as images depicting religious figures. The charges invoked articles of the penal code that ban the sale of offensive material, including to minors, and punish criminal conspiracy. Even under the broad auspices of the Intermediary Guidelines, the case had no foundation, because there was no evidence he had complained about the images. Some subsequently blocked the content, and others had charges dismissed on technical grounds, but proceedings involving 11 companies were ongoing in May 2013. Civil content complaints are also being heard by Indian courts, including one against several internet firms filed by Islamic scholar Aijaz Arshad Qasmi filed in December 2011. Meanwhile, Facebook was subject to a police complaint in November 2012 for disabling an activist’s account. The activist, based in Uttar Pradesh, said the closure was triggered by complaints from other internet users made in retaliation for his work.

Individuals, as well as companies, are liable for third-party generated content. In 2009, the Supreme Court declined to quash a lawsuit against a student relating to third party comments in a group he created on Google’s social network Orkut, rendering bloggers liable to civil or criminal

prosecution for comments posted by third parties.\textsuperscript{103} No prosecutions have been reported since this ruling, but it may have encouraged self-censorship. Online journalists and bloggers approach certain topics with caution, including religion, communalism, the corporate-government nexus, links between government and organized crime, Kashmiri separatism, and hostile rhetoric from Pakistan.

The central authorities are not known to systematically employ progovernment commentators, but other factors exert a manipulative influence on digital discourse. Paid news, or “advertorials,” are common in the traditional media in India, from unclear disclosure of paid endorsements to bribery and other kickbacks for coverage. In mid-2013, Indian digital media website Medianama reported this phenomenon had increased on digital platforms in the past three years.\textsuperscript{104}

Of greater concern for political and social expression are the estimated 20,000 nationalistic “Internet Hindus” trolling websites to attack those who discuss sensitive topics online, some posting up to 300 comments a day.\textsuperscript{105} While far from the only group with an agenda on the Indian web, they are “so numerous, so committed and can appear so organized” that they may have a disproportionate impact on legislators. Commentators note that official content regulation has occurred in step with the increase of aggressive, partisan debates being driven by national events like the 2008 terror attacks.\textsuperscript{106} Some go further, tying the activity directly to the opposition Bharatiya Janata Party, who acknowledged operating 100 paid social media campaigners posting under multiple IDs in early 2013, but denied allegations that they “flood the internet with right-wing propaganda.”\textsuperscript{107} The ruling Congress party launched a rival online campaign in April but denied compensating participants. Internet users in India occasionally accuse individuals or media in Pakistan of manipulating discussions about the disputed Kashmir valley in domestic online forums, and some insurgent groups have also used digital tools to spread propaganda.\textsuperscript{108} There is plenty of outspoken pushback against politicized trolling, but others may be deterred from expressing their views.

Many traditionally marginalized groups benefit from internet access to share information and connect with others, including Dalits, who are at the bottom of the Hindu caste system.\textsuperscript{109} While rural and impoverished communities are underserved by internet access, mobile initiatives like CGNet encourage villagers to report news and information to the moderators of a central online


forthcoming forum via calls or SMS. Begun in Chhattisgarh, the project has moved to nearby Madhya Pradesh and receives around 500 reports a day.  

Online activists are also vocal on internet freedom issues, such as the content regulation that followed the northeastern riots. Charges against social network users under the IT Act’s vague Section 66 also sparked strong public opposition, though those have yet to see effective results (see Violations of User Rights). Human rights issues spurred online actions during the coverage period, particularly in the aftermath of a shocking gang rape on December 16, 2012. Inspired by the success of a 2011 social media movement in support of anti-corruption campaigner Anna Hazare, a number of social media campaigns became part of what some dubbed the nirbhaya (“fearless one”) movement, helping propel women’s rights onto the public agenda. This helped drive public protests, which achieved some results when the government introduced two new pieces of legislation that parliament ratified in February and April, strengthening the legal penalties for sexual harassment. However, others called for tighter regulation of online pornography as the driver behind the rise in sexual assaults against women. The debate has yet to improve the online environment for women. Many say authorities are reluctant to recognize online threats and harassment as violations of the IT Act. An all-female rock band in the Kashmir valley disbanded after online threats from radical religious groups.

VIOLATIONS OF USER RIGHTS

Police around the country abused laws to threaten internet users during the coverage period. They were particularly active in Maharasta state, where blogger and cartoonist Aseem Trivedi was held for several days on sedition charges, and five people were detained for social media posts, sometimes in the middle of the night. At least eight more were charged for social media activity in other states under Section 66 of the IT Act, including three men in Jammu and Kashmir who were held for 40 days. Civil society opposition has yet to result in significant reform. Government surveillance, which requires no judicial oversight, is transitioning to a secretive, multi-million dollar Central Monitoring System, allowing officials to retrieve content and metadata from any electronic communication in India in real time, without the help of service providers. Much of the architecture of the system is already in place, and is scheduled to be fully operational by 2014.


INDIA
Article 19 (1) of the Indian constitution protects freedom of speech and expression. ICT usage is governed primarily by the Telegraph Act, the penal code, the code of criminal procedure, and the IT Act. Section 66 of the 2008 IT amendment punishes ill-defined “offensive,” “menacing,” or “false” electronic messages that cheat, deceive, mislead, or annoy, with jail terms of up to three years. Experts say the Official Secrets Act has been used to limit expression in the past, and is not adequately balanced by the Right to Information Act.

The Armed Forces Special Powers Act affects freedom of speech and expression in conflict zones, allowing security forces to bypass due process while shielding them from prosecution for human rights violations in non-military courts. Human rights groups and the international community have criticized the act, which is in effect in Jammu and Kashmir and several northeastern states, for compromising constitutional guarantees and protections.

Criminal charges have been filed against cartoonists and journalists in relation to content published online. In September 2012, police in Maharashtra arrested 25-year old cartoonist Aseem Trivedi, on charges of sedition—which carries a life sentence—as well as violating the Prevention of Insult to National Honor Act and the IT Act. Trivedi was released on bail and the sedition charge was dropped after a public campaign, but the others remain pending. Trivedi’s anti-corruption cartoons first attracted official sanctions in December 2011 when his website Cartoons against Corruption was suspended by its hosting company based on a complaint to Mumbai police; Trivedi reposted the cartoons, which are widely available online.

While Trivedi’s case was widely reported, local officials who abuse legal charges to suppress online reporting are less likely to be called to account. In May 2012, a district official in Jharkhand filed bribery charges against a video journalist who had submitted a right to information request about the use of public funds intended for job creation, apparently trumped up to pressure him to drop the investigation.

Ordinary internet users in India also risk prosecution for online postings criticizing powerful figures. In April 2012, a professor at a university in West Bengal and several others were arrested for circulating a caricature via e-mail and Facebook that mocked a number of government officials,
and charged under Section 66 of the IT Act as well as criminal defamation provisions of the penal code, before being released on bail.126

Abuse of Section 66 escalated during the coverage period, most notoriously in the western state of Maharashtra. On November 19, 2012, police in Palghar, a town in Thane district near the state capital Mumbai, detained two Facebook users for complaining that the funeral of Bal Thackeray, leader of the right wing Hindu party, Shiv Sena, was disrupting Mumbai services—an opinion shared by the Supreme Court, who ruled that bringing the city to a halt to observe the mourning was illegal.127 Twenty-one year old Shaheen Dhadha posted the complaint and Renu Srinivasan ‘liked’ it, angering Shiv Sena supporters who gathered outside the police station and smashed a medical clinic belonging to Dhadha’s uncle.128 The detentions were widely criticized, both on social media and by public figures, and the women were released on bail within hours. Two policemen who ordered the arrest were suspended, the magistrate who granted them bail transferred, and the charges ultimately dropped, though Shiv Sena activists were still trying to challenge this decision in early 2013.129 Yet the case had a disturbing coda. A Palghar branch of Shiv Sena launched a strike to protest the suspension of the two police officers, which was publicly criticized on Facebook under an account belonging to 19 year old Sunil Vishwakarma on November 28. Shiv Sena supporters delivered him to local police, who detained him for several hours, supposedly for his own protection. Vishwakarma denied authoring the comment, and police filed charges against an unknown individual for hacking his account.130

Journalists ferreting out other abuses of the act learned that Mumbai police had detained two Air India employees, Mayank Sharma and K.V. Jaganathrao, in May 2012 under Sections 66 and 67 on grounds that they made derogatory comments about politicians and insulted the national flag in a closed Facebook group.131 The charges apparently stemmed from a personal spat with a colleague, Sagar Karnik.132 The men said they were arrested in an overnight weekend raid and jailed for 12 days months after the complaint against them was filed.133 Following media reports, police scrambled to rectify the situation by accepting a complaint from Jaganathrao about Karnik—also under Section 66 of the IT Act—for insulting his reputation on Facebook and Orkut.134

Other Section 66 charges were filed against social media users around the country during the coverage period. Many, like the Palghar girls, were young, like 22 year old Henna Bakshi and her friend, Kamalpreet Singh, charged by Chandigarh police in September 2012 for criticizing traffic

officials.\textsuperscript{135} Many were detained, usually briefly, and sometimes on grounds it would protect them, though this may well have amplified the impression that they were guilty of wrongdoing—especially when detentions occurred at night or bail was denied. Anti-corruption activist Ravi Srinivasan was arrested in his home in the union territory of Puducherry at 5am in October 2012 for offending a local politician on Twitter.\textsuperscript{136} Orissa police arrested 20-year-old Pintu Sahu in December for posting an image of a Hindu deity sitting on a mosque on Facebook, representing a controversy between Muslims and Hindus over a local shrine.\textsuperscript{137} In February, police in Uttar Pradesh arrested Sanjay Chowdhary, a civil servant, for insulting a religious community and political leaders on Facebook, and denied at least one application for bail.\textsuperscript{138} The most extreme case was in Jammu and Kashmir, where three men were arrested in October in connection with a video on Facebook, considered blasphemous, that spurred thousands of people to protest.\textsuperscript{139} They were held for more than 40 days under the IT Act before being granted bail on December 12, although there was no evidence they had uploaded the video, which police said originated in Pakistan.\textsuperscript{140}

The cases appeared to stall at the police level, without coming to trial. Yet legal arguments in bail hearings concentrated on proof—such as whether the police took screen shots of the offending posts—while the accused often blamed the content on hackers. This distracted from the fact that the charges themselves undermine constitutional free speech protections.

Section 66 faced numerous legal challenges in the past year. One petitioner told the Bombay High Court in 2013 that it should not apply to social media, which is mostly in the public domain, when the same content in print would not lead to prosecution.\textsuperscript{141} Several members of parliament said they were working on amending it, though one motion to amend it was deferred pending a Supreme Court ruling.\textsuperscript{142} The motion was revealing, however. In it, Member of Parliament P. Rajeev said that the 2008 IT amendment passed in the Lok Sabha in just seven minutes—along with six other bills—and went through the upper Rajya Sabha without discussion.\textsuperscript{143} One inspiring challenge was filed with the Supreme Court in November 2012 by 21 year old student Shreya
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Singhal. Despite this activity, the sole, insufficient reform was a government advisory requiring senior police officers to approve arrests for social media postings, which the Supreme Court enforced in mid-2013, outside the coverage period of this report.

State surveillance, like content control, is growing in scale and sophistication, and India’s inadequate legislative framework provides almost no privacy protections. A 2007 Supreme Court ruling held that wiretapping would potentially violate constitutional protections under Article 19, the right to freedom of speech and expression and Article 21, the right to life and personal liberty, unless it was “permitted under the procedure established by law.” The court ordered the creation of a government committee to review phone tap orders, which are governed by the Telegraph Act, but did not require judicial oversight. A 2007 amendment was made to 419A Rules which govern the act, elaborating the procedure and limiting national and state home ministry officials of a certain rank to order phone taps.

The amended 2008 IT Act also allowed both central and state officials to intercept, monitor or decrypt electronic communications or direct others to do so. Both this and the Telegraph Act stipulate surveillance should be done to protect defense, national security, sovereignty, friendly relations with foreign states, and public order, and that it should be subject to approval, limited to 60 days—fewer in emergencies—and renewable for a maximum of 180 days. Yet the IT Act adds a clause allowing surveillance for “investigation of any offense;” moreover, while the procedure for high-level government authorization seems to involve a case-by-case assessment, systematic, mass surveillance is not prohibited.

Additional requirements followed in 2011. The government authorized eight separate bodies to issue surveillance-related orders directly to service providers, from intelligence agencies to the tax bureau. IT Act regulations required cybercafe owners to copy and retain customers’ photo ID and browser history for a year. Officials railed against international providers that prevent the government from tracking user’s communications, and required some, such as

---


150 Research and Analysis Wing, the Intelligence Bureau, the Directorate of Revenue Intelligence, the Enforcement Directorate, the Narcotics Control Bureau, the Central Bureau of Investigation, the National Technical Research Organization and the state police. See, Privacy International, “Chapter iii: Privacy Issues,” in India Telecommunications Privacy Report, October 22, 2012, https://www.privacyinternational.org/reports/india/iii-privacy-issues#footnoteref1_ni8ap74.


Nokia and BlackBerry, to establish local servers subject to Indian law under threat of blocking their services.153 (This effort was still ongoing in April 2013, when internal Home Ministry minutes suggested the government intends to require internet phone services like Skype to install local servers.154) Under a 2011 Equipment Security Agreement that did not appear on the DOT website,155 telecom operators were told to develop the capacity to pinpoint any customer’s physical location within 50 meters. “Customers specified by Security Agencies” were prioritized for location monitoring by June 2012, with “all customers, irrespective of whether they are the subject of legal intercept or not,” by June 2014,156 operators were in “various stages” of compliance by August 2012.157 In October 2012, a government-appointed group described this framework as “an unclear regulatory regime that is inconsistent, nontransparent, prone to misuse, and that does not provide remedy or compensation to aggrieved individuals.”158

Service providers are required by license agreements to cooperate with official requests for data.159 Experts said that while non-compliance carries a possible seven year jail term, unlawful interception is punishable by just three years’ imprisonment.160

Google and Facebook received more user data requests from India in 2012 than any other country except the U.S, but didn’t always comply.161 In January 2012, responding to a freedom of information request, the Home Ministry reported Indian officials issuing 7,500 to 9,000 phone interceptions per month.162 During the coverage period, some news reports cited the “review committee” responsible for reviewing electronic interception orders every 90 days, established following the 2007 Supreme Court ruling and comprised of Cabinet Secretary Ajit Seth, Telecom Secretary R. Chandrasekhar and Legal Affairs Secretary B.A. Agrawal. In October 2012, The Hindu, citing this unnamed committee’s “internal note,” said interception involving 10,000 phones and 1,000 email IDs had been authorized by several agencies between June and August—some new, and some renewing existing orders.163 In January 2013, the Economic Times said it had reviewed a
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committee document covering October—December 2012, and involving surveillance orders for 10,000 phones and 1,300 emails.\textsuperscript{164}

Abuse of surveillance has been widely reported, including monitoring of lawmakers, politicians, and journalists\textsuperscript{165}—in one case, implemented by an ISP on the basis of an emailed government order that turned out to be fake.\textsuperscript{166} In 2011, two senior Mumbai police officers were found to have sold phone records for money;\textsuperscript{167} another in 2012 apparently requisitioned cell phone records “to keep an eye on his girlfriend.”\textsuperscript{168}

Much of this activity is driven by what The Hindu newspaper characterized as “massive purchases of communications intelligence equipment from secretive companies from India and abroad” by both state and other actors. Two suppliers are domestic: Clear Trail markets a “data traffic inspect engine” for mobile surveillance. Shoghi Communications supplies GSM monitoring and other equipment, but its only client is the government.\textsuperscript{169} In 2010, Outlook magazine documented intelligence agencies operating dozens of cellphone monitoring devices that don’t require the target’s number—and therefore don’t require cooperation from service providers. “We have deployed the system … in the hope that we might pick up critical conversations, but most of the time, we end up getting private calls,” an unnamed intelligence official told Outlook.\textsuperscript{170} Security agencies have even tried to limit the spread of these technologies. In 2011, the federal Intelligence Bureau was reported trying to shut down at least 33 passive interception units at internet hubs around the country. Many were being operated by state police with a tendency to misuse the equipment—or even mislay it.\textsuperscript{171} On May 8, 2013, the Bureau issued a directive banning junior police officers from requesting mobile data records.\textsuperscript{172} Yet the Bureau is itself a civilian organization without a statutory foundation or parliamentary oversight.\textsuperscript{173}

Rather than correct this abuse, the government is transitioning to a nationwide surveillance project known as the Central Monitoring System (CMS), which allows government agents to bypass service providers in favor of interception equipment on intermediary premises allowing them to monitor electronic traffic on any platform or device directly, in real time.\textsuperscript{174} Reports estimated the total cost was in the region of 8 billion rupees ($132 million).\textsuperscript{175} Proponents said the system improved security by reducing the number of third parties involved in interceptions, and by documenting the
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nature and duration of requests in a streamlined “electronic audit trail.” But this may itself be vulnerable to cyberattacks. It was never reviewed by parliament.

Some news reports said the eight agencies already empowered to conduct surveillance would be able to use it, with the addition of the National Investigation Agency, which was reported petitioning for inclusion in October 2012, and possibly the Securities and Exchange Board of India. Others said select military agencies would also be involved. In April 2013, the Center for Information and Society submitted a freedom of information request to clarify the exact range of agencies authorized to conduct electronic surveillance, but had not received a response by the end of the coverage period.

Operated by a little-known Department of Telecommunications unit, the Center for Development of Telematics, it is not known how extensively the CMS has been implemented. One mid-2013 news report said it was active in New Delhi and neighboring Harayana state, with Kolkata, the capital of West Bengal, and the southwestern states of Kerala, Karnataka to follow. Another said operation was yet to begin, pending technical certification of 21 regional monitoring centers. But many internet and telecommunications firms already have monitoring capabilities installed, some of which are already controlled by the government, according to The Hindu, and the CMS will consolidate this equipment, too. Since there is no legal requirement to notify the target of surveillance—even after the end of an investigation—its implementation may not be apparent, but several accounts said it would be fully operational by 2014.

Some of this activity, conducted to counter terrorism, is legitimate. But the surveillance architecture has been put in place without a privacy law, leaving individuals vulnerable, even as the kind of personal data they are surrendering to the government diversifies. Since 2010, millions of Indian citizens have been issued unique Aadhaar ID numbers as part of an anti-poverty initiative. Though not compulsory, officials say not possessing one could limit access to some government assistance. The authority that issues the numbers maintains a database of numbers tied to personal information including biometric data, such as fingerprints. There is no law governing the authority—in fact, one was rejected by parliament in 2011.
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In 2011, data protection rules improved privacy protections in commercial transactions but drew some criticism from the business community.\(^{187}\) The EU does not consider India “data secure.”\(^{188}\) In October 2012, a group of experts issued a government-commissioned report providing a foundation for a future privacy bill, though the timeframe for drafting and implementing it isn’t clear. Critically, this report clarified that exceptions to the right to privacy, such as national security and privacy investigations, be assessed according to values of proportionality, legality, and democratic rule.\(^{189}\)

Violence targeting journalists, right to information activists and whistleblowers is common in India.\(^{190}\) However, there were no significant accounts of physical assaults on bloggers or online activists during the coverage period. Some did face threats and pressure in retaliation for online activity. Many individuals facing charges under the IT Act, for example, were sought out by destructive mobs. Police and security agents were also accused of conducting violent raids while investigating alleged digital offenses, including some targeting cybercafe clients.\(^{191}\)

Cyberattacks did not systematically target opposition groups or human rights activists during the coverage period. Loopholes in cyber security were exposed, however, when the international hacking group Anonymous targeted establishment sites, including that of the Supreme Court, in June 2012 to protest against decisions regarding file-sharing and copyright issues.\(^{192}\)
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